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IMPORTANCE OF SMALL MODELS

OpenAI GPT-4o mini anouncement

https://twitter.com/OpenAI/status/1813991706083340798
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IMPORTANCE OF SMALL MODELS

GPT-4o mini evaluations

https://twitter.com/OpenAIDevs/status/1813990750851612830
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IMPORTANCE OF SMALL MODELS
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IMPORTANCE OF SMALL MODELS

Andrej's Tweet

https://twitter.com/karpathy/status/1814038096218083497
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SUMMARIZING ANDREJ’S TWEET

• A competition has started, which contrasts with the previous 
competition: to create smaller models

• Creating large models before small models was inevitable and an 
essential step.

• Models were large because their training was not efficient. 
However, they have absorbed the knowledge of the internet.

• Now, it is possible to effectively use this knowledge to create 
smaller models.
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QUANTIZATION

LARGE SET OF POSSIBLE VALUES

SMALL SET OF POSSIBLE VALUES



8

QUANTIZATION: LARGE LANGUAGE MODELS

• Often means reducing the precision of 
the weights’ values:

v Smaller precision results in smaller 
memory requirement

v  Smaller precision results in faster 
inference
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QUANTIZATION: LARGE LANGUAGE MODELS
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QUANTIZATION: LARGE LANGUAGE MODELS

Precision Range Possible Values

FP 32 −3.4	×	10!" 	→ 3.4	×	10!" 4.2	×	10#	

INT 8 −128 → 127 256
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QUANTIZATION: LARGE LANGUAGE MODELS
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QUANTIZATION: LARGE LANGUAGE MODELS

Qualitative comparison

https://www.youtube.com/redirect?event=video_description&redir_token=QUFFLUhqa0xyZ2RueVY3am5JUTlGS08zY0xUQXBaMmVTd3xBQ3Jtc0traVR5X3NNdVd1eFczTmRFY3MzRS1td1VjSmVyNWZQQ09MTzRXbWp5S1VpV0c2dWJST1ZQQV81LXpSMnRGeEFnZVlZYjhOQndWdXZWMFhxa19SbkE5a1VjZ2lhVnlVajJiTDFNaXY4RlQzdWJManR0MA&q=https%3A%2F%2Frentry.org%2Fquants&v=qqN63hbziaI
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INTRODUCTION

GPT-4

Llama-7B
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INTRODUCTION

• black-box KD and white-box KD
• black-box KD has shown promising results in fine-tuning 

small models
• white-box KD approaches are mostly studied for small 

(<1B parameters) language understanding models



15

INTRODUCTION

Problem: Student doesn’t have the capacity of the 
teacher

Solution: Using the teacher output as a signal to 
improve student performance 

MiniLLM paper

https://arxiv.org/abs/2306.08543
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RLHF: REINFORCEMENT LEARNING FROM HUMAN 
FEEDBACK

Why not use Large Language Models instead

Andrej's talk on language models

https://www.youtube.com/watch?v=zjkBMFhNj_g
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SELF-IMPROVEMENT (DISTILLATION)

USING THE KNOWLEDGE OF THE MODEL TO IMPROVE 
THE MODEL

Andrej's talk on language models

https://www.youtube.com/watch?v=zjkBMFhNj_g
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THANK YOU!


